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#### Abstract

Unmanned Aerial Vehicle "UAV" networking is evolving as a major state of the art research field, thanks to the foreseen revolution in its applications. Enhancing the performance of such networks requires developing a channel model between any couple of neighbors within the UAV network. In this paper, we present a statistical signal reception model for the shadowed communication channel between two neighbors in a UAV network. In this model, we consider both the shadowing effect and the small scale fading effect. Focusing on the applications where a UAV network could be considered as a rural environment, the shadowing is considered as a Line Of Sight (LOS) lognormal one, where the line-of-sight (LOS) component is shadowed by obstacles present within the path between two network nodes. The presented model relates the power spectral density of the received signal to noise ratio per symbol with the physical path parameters, which could be measured in real time.
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## 1 Introduction

Tremendous advantages of UAV networking pave the way towards untethered applications. Major concerned areas include research, commercial, and public domains. Greenhouse monitoring can be accomplished using a set of UAVs as a mobile sensory platform. The design, construction, and validation of such approach are predicted in [1]. Another scenario of applications is about the task of locating a targeted object continuously using one or more UAVs, whereby; the track should be rapidly updated and shouldn't be lost for any reason. Such scenario is sketched in [2]. In [3], detecting springs using a team of UAVs is described.

Many research centers are working on enhancing the operation of the UAV network at every composing sector. Among these sectors, the wireless channel presents a serious challenge for researchers, as it is a fundamental part of the communication system, which -in turn- is the main part of the network. For example, each node within the network needs to find the best next hop in order to forward data, this need to have, as exact as it gets, knowledge about the links between nodes and the qualities of those links, which means determining the effects of the wireless channel between nodes [4]. The precise channel model will give accurate information about the routes, hence, forwarded
information will reach its final destination within optimized delay and minimum corruption. Also, It is mandatory to find the type of fading within the channels (slow/fast, flat/frequency selective) which will play a main role in determining the best techniques for the communication system of the nodes. Because of all of those reasons and others (decide about the fading margin in the link budget, calculate the channel capacity which affect the used bit rate, etc.), a lot of work has been conducted in order to find the optimal channel model between network nodes [5-6].

Using the information collected in real time from the propagation environment, fade statistics for communication paths between network nodes could be calculated with the help of the available fundamental theory. Actually, in most cases the knowledge about fade dynamics is so little; so one should use measurements or simulation in order to gather data which is often case specific. On the other hand, in order to simulate the operation of the network and how information will be routed between nodes, it is very important to create a channel simulator. As a main reason for this simulator, a routing metric, which is related to the channel model, should be studied using simulators in order to be evaluated and enhanced before actually used [4-7].

The remaining sections in this paper are organized as follows. In section II we present a study for the physics and statistics included within the communication channel between any two network nodes. In Section III, the complex received signal model is introduced and the Probability Density Function "PDF" of the signal to noise ratio per symbol is calculated. In order to use this PDF in real time, we re-parameterize it into other format; this format uses the parameters that could be estimated in real time. In section IV, BER for the simplest BPSK ideal coherent modulation is calculated. Discussion of the obtained results is shown in section V. Finally, we finish this paper with some concluding remarks and future aspects.

## 2 Physics and Statistics of UAV Networks Propagation Channel

Because of the dynamic nature of the communication channel between nodes within UAV networks, the transmitted signals within this type of channel are affected by random shadowing effects. The main sources of this shadowing are the nonhomogeneous obstacles that exist within the direct LOS signal path and causes changes in the transmitted electromagnetic waves. Considering no multipath effects, which is generated within the local environment, the received signal will be composed of a number of dominant components resulted from the diffraction and refraction of the waves within the wireless link. But as these components reach the receiving node, they will be affected by the multipath effects that result from local reflections and scattering resulted from the geometry and design of the UAV node [8].


Fig. 1: Decentralized UAV network with centralized UAV relay.

Most applications use the decentralized control scheme in order to deploy multiple UAVs as a network [9-10]. But a lot of applications need to have the UAV network close to the earth surface (low altitudes) in order to have clear and more precise information about the area they cover, besides, the area to be covered will mostly be far
away from the control center or base station, thus, hybrid centralized and decentralized solutions are used where a repeater UAV (may be more than one) is used to connect the UAV network to the control center [11-12-13]. The overall topology is illustrated in Fig. 1. As the UAV network will be close to the ground surface, then the wireless link between the UAV nodes could suffer from strong shadowing effects; this will actually affect the LOS or specular component. It is clear that shadowing caused by obstacles within the environment where the network works will have great effects on the network performance. For that, in order to reach the perfect design for the hardware of each node such as:

- The antenna types and receiver technologies [14].
- Optimize routing protocols [15-16].
- Enhance task allocation procedures [4].
- Increase the performance of positioning schemes to be used in UAV network communications [7].


Fig. 2: Proposed approach. (a) The wireless channel within UAV networks in rural environments. (b) The LMS wireless channel.

The shadowing effects should be taken into account when we formulate the statistical model that describes the received signal envelope. Looking at the results which was found in Land Mobile Satellite (LMS) communications, where the channel suffer from both shadowing and small scale fading, and where the shadowing affects only the LOS components [17-18], we can notice that the studied communication channel is the same as it is between UAV nodes, see Fig. 2. Both could be considered as rural environments, both suffer from shadowing on
the LOS component, and both suffer from same multipath conditions. Using these results we derive a model for the communication channel between two neighbour nodes within the UAV network and relate it with real time estimated parameters.

In the model proposed in this paper, we assume the presence of scattered waves together with the LOS signal component; this is identical to the phenomenon observed in rician fading [19]. The difference between the proposed model and the rician one is that the LOS component is assumed to be random with lognormal distribution because of the shadowing effect.

This study is aiming at finding a channel model that could be used to calculate the channel quality depending on the channel parameters estimated in real time. The resulting performance metric, which is the BER, will be used by different network nodes in order to build their routing tables efficiently. Using this routing metric will increase the total network efficiency.

## 3 A Statistical Model for Shadowing in UAV Network Communications <br> Channels

In order to build a communication channel model for the wireless channel between the network nodes, as we have seen in the previous section, we have to consider three different types of fading models; these models shall be used to describe different fading phenomenon within the wireless channel:

- The first model we have to consider is the large scale path loss model, which is used to characterize the average received signal strength at the receiving node.
- The second model we have to include is the shadowing model. This model is used in order to estimate the fluctuation in the received signal power because of the electromagnetic large obstacles within the wireless channel.
- Finally, the small scale fading model should be involved. Actually, it is used to characterize the fluctuation in the received signal envelope which is resulted because of scattering near the receiving node.


### 3.1 Large-scale fading

According to the free space path loss model, the received signal power formula can be written according to the Friis power transmission formula as follows [20]:
$P_{r}=P_{t} G_{t} G_{r}\left(\frac{\lambda}{4 \pi d}\right)^{2}$
where $d$ is the distance between the two nodes, $G_{r}$ and $G_{t}$ are the antenna gains of receiving node and the transmitting node, respectively, $P_{r}, P_{t}$ are the transmitted and received power, respectively, and $\lambda$ is the wavelength of the carrier frequency. This means that the received signal power decays as $d^{-2}$.

In most cases, the network will work in a nonfree space environment, because of that it is better to use the generalized path loss model which could be written in decibel units as:
$P L(d B)=P L_{r e f}(d B)+\alpha 10 \log \left(\frac{d_{r e f}}{d}\right)$
where $P L$ is the path loss for a given distance $d, \alpha$ is the path loss exponent which depends on the environment clutter and could be estimated previously using collected information about the area where the UAV will be placed and work and information about their heights, and $P L_{r e f}$ refers to the path loss at a reference distance $d_{r e f}$ which is also determined according to the used antennas at the two communicating nodes [21]. Usually $P L_{r e f}$ is the free space path loss gain at the distance $d_{r e f}$ when we use omnidirectional antennas (this is the case of UAV nodes), so we can write the following formula for the average received signal power:
$\bar{S}=P_{t}\left(\frac{\lambda}{4 \pi d_{r e f}}\right)^{2}\left(\frac{d_{r e f}}{d}\right)^{\alpha}$
where $G_{t}=G_{r}=1 \quad$ considering omnidirectional antennas to be used on nodes.

The value of $\alpha$ ranges from 2 to 6 for outdoor environments [21], where it equals 2 in free space (assuming there is a line of sight between the communicating nodes). It depends on several factors [21, 22]: the heights of the two communicating nodes, the situation of the ground (flat or other), quantity of particles in the air, atmospheric conditions, the volume of obstacles within the communication channel environment, and others. Usually it is assumed to be equal to 4 if we cannot estimate its value, where it is better to use empirical methods to estimate its value as these methods take into consideration the used frequency and antenna heights [22, 23]. In the case of UAV networks it is usually estimated taking both the surrounded environment and the application into consideration. As there is always a LOS between UAVs, its value will be typically between 2 and 4 . As an example, in [24] they set the path loss exponent to 3.5 to consider the effect of obstacles between two UAVs, while in [16-25] they set it to 2 considering good LOS conditions between UAVs. In [26-27] they set it to 3 .

### 3.2 Received signal envelope

According to the discussion above, it is principal to consider that the received signal envelope in UAV network communications channels suffers from the same effects that exist in rician fading [19]. Actually, a lot of researches have used this assumption to model the small scale fading between UAVs [5, 14, 16, and 28]. Also, we are going here to use rician fading to model the multipath fading between network nodes, except that in our situation, the LOS component is a random variable with lognormal distribution, and this is in order to take the shadowing effects into consideration within the channel model. Assuming narrowband stationary model, and according to the definition of the scatter and the LOS components provided earlier, the low pass equivalent complex envelope of the received signal could be written as follows [29]:
$\mathbf{R}(\mathbf{t})=W(t) \exp (j \varnothing(t))+A(t) \exp \left(\emptyset_{0}\right)$
(4)
where $W(t)$ is the amplitude of the scatter component, and it is a stationary random process that follows a Rayleigh distribution, this will be shown in the hereafter, and $A(t)$ is the amplitude of the LOS component and it is assumed to be lognormal distributed. In this model, $\phi_{0}$ is the deterministic phase of the LOS component and $\phi(t)$ is the stationary random phase process with uniform distribution over the range $[-\pi, \pi) . A(t)$ and $W(t)$ are independent random processes, and they are also independent of $\phi(t)$.

### 3.3 Rician effect

If $A(t)$ is initially held constant, then the conditional pdf of the received signal envelope $R(t)=|\mathbf{R}(\mathbf{t})|$ is a PDF of Rician distribution [19]:
$f_{R \mid A}(r \mid a)=\frac{r}{b_{0}} \exp \left(-\frac{r^{2}+a^{2}}{2 b_{0}}\right) I_{0}\left(\frac{a r}{b_{0}}\right)$
where $2 b_{0}=E\left[W^{2}\right]$ represents the average scattered power due to the multipath components, and $I_{0}($.$) is the modified Bessel function of the first$ kind and zeroth order.

In order to find the distribution of W , we can let $a$ tend to 0 . Using the approximation of the value of Bessel function when its argument is small [30, eq. (9.6.7)]:
$I_{\nu-1}(x) \approx \frac{\left(\frac{x}{2}\right)^{\nu-1}}{\Gamma(\nu)}$
Taking $x=\frac{a r}{b_{0}}$ and $v=1$, then as $a$ tend to 0 ; we have:
$I_{0}\left(\frac{a r}{b_{0}}\right) \approx \frac{1}{\Gamma(1)}=1$
Using (7) into (5) and after some mathematical manipulation gives:
$f_{R \mid A}(r \mid a)=\frac{r}{b_{0}} \exp \left(-\frac{r^{2}+a^{2}}{2 b_{0}}\right)$
When we let $a$ tend to 0 , this means that we concentrate the power only in the scatter components, where no power will be exist in the LOS component. This means that the received signal in (4) will be related only to W , and so the conditional probability density function we have in (8) will equal the probability density function of W , and this gives that:
$f_{W}(w)=\frac{w}{b_{0}} \exp \left(-\frac{w^{2}}{2 b_{0}}\right), \quad w \geq 0$
Using (8) and letting $a$ equals zero, we find that the above equation is equivalent to the Rayleigh distribution [19, eq. (2-6)]:
$f_{W}(w)=\frac{2 w}{\mathrm{p}} \exp \left(-\frac{w^{2}}{\mathrm{p}}\right)$

### 3.4 Shadowing effect

In order to determine the distribution of the received signal envelope at the time where the LOS component is a lognormal distributed random variable, we can use the conditional mathematical expectation "theorem of total probability":
$f_{R}(r)=E_{A}\left[f_{R \mid A}(r \mid a)\right]$
$f_{R}(r)=\int_{0}^{\infty} f_{R \mid A}(r \mid a) f_{A}(a) d a$
where $E_{A}[$.$] Is the expectation with respect to A$. Equation (11) gives:
$f_{R}(r)=\frac{r}{b_{0}} \int_{0}^{\infty} \exp \left(-\frac{r^{2}+a^{2}}{2 b_{0}}\right) I_{0}\left(\frac{a r}{b_{0}}\right) f_{A}(a) d a$
where
$f_{A}(a)=\frac{1}{a \sqrt{2 \pi d_{0}}} \exp \left[-\frac{(\ln a-\mu)^{2}}{2 d_{0}}\right]$
Here, $\mu=\mathrm{E}[\ln (\mathrm{A})]$ and $d_{0}=\operatorname{Var}[\ln (A)], \operatorname{Var}[$.] is the variance, are the mean and the variance of the lognormal distribution, respectively.

Equation (12) is related to $2 b_{0}$, the mean of $\ln (A)$, and the variance of $\ln (A)$. In practice and in real time situations we need to estimate the channel behaviour using measurements that are collected by the network node, this is done in order to calculate the cost of the link between a node and its neighbours, which will be then used to choose the best path to forward data. From these measurements we can estimate the shadowing variance [31-32] and the rician factor [33-34-35-36]. So we have to relate the parameters of this equation with the shadowing variance $\left(\sigma_{X_{d B}}^{2}\right)$ and the rician factor ( $K$ ).

As the LOS component is a random variable, then the LOS power component is also a random variable, and so the rician factor is also a random variable, this is because the rician factor K , which is related to $a$ and $b_{0}$ through the relationship $\mathrm{K}=\mathrm{a}^{2} / 2 b_{0}$, is simply the ratio of the total power of
the dominant components $\left(a^{2}\right)$ to the total power of the scattered waves $\left(2 b_{0}\right)$. Thus, in real time, we actually estimate the average rician factor $\left(K_{r}\right)$, and we have to relate the parameters of (12) with this average value.

As proved in [22], the shadow fading component in the received power is a zero-mean Gaussian random variable added to the path loss when it is expressed in dB . In order to characterize the shadowing effect we have to estimate or measure the variance of the path loss which will also be expressed in dB . Taking the shadowing effect into consideration, without the multipath effect, we can rewrite equation (2) as follows:
$P L(d B)=P L_{0}(d B)+\alpha 10 \log \left(\frac{d_{0}}{d}\right)+X(d B)$
where $X(d B)$ is the zero-mean Gaussian distributed random variable that represents the shadowing effect and whose variance will be denoted $\sigma_{X_{d B}}^{2}$. The shadowing variance ( $\sigma_{X_{d B}}^{2}$ ) could be estimated by empirical measurements in real time [22]. We have to relate all our parameters with $\sigma_{X_{d B}}^{2}$ and $K_{r}$ in order to evaluate any required quantity using the actual measured parameters.

In order to relate the parameters of (12) which are $\left(\mathrm{d}_{0}, \mu, \mathrm{~b}_{0}\right)$ with the parameters which we can estimate in real time (d, $\sigma_{X_{d B}}^{2}, \mathrm{~K}_{\mathrm{r}}$ ), we first need to find the average rician factor in the channel, this could be done by taking the first moment of the rician factor probability density function. For that we will start by finding the PDF of the rician factor in the channel.

Assuming that the variation of the LOS component follows (13), it is possible to perform a transformation of variables to find the distribution of $k$. Using the relationship $k=a^{2} / 2 b_{0}$, it follows that $a^{2}=2 b_{0} k$. To obtain the pdf of the transformed variable k, we must evaluate:
$f_{K}(k)=f_{A}\left(\sqrt{2 b_{0} k}\right)\left|\frac{d a}{d k}\right|$
which, in turn, gives
$f_{K}(k)=\frac{1}{2 k \sqrt{2 \pi d_{0}}} \times \exp \left[-\frac{\left(\ln \sqrt{2 b_{0} k}-\mu\right)^{2}}{2 d_{0}}\right]$
or,
$f_{K}(k)=$
$\frac{1}{k \sqrt{2 \pi\left(4 d_{0}\right)}} \times \exp \left[-\frac{\left(\ln k-\left(2 \mu-\ln \left(2 b_{0}\right)\right)\right)^{2}}{2\left(4 d_{0}\right)}\right]$
We can see that this is the PDF of a log-normal variable and we can deduce that:
$\mu_{\ln k}=\ln K_{r}-2 d_{0}$
$\operatorname{Var}[\ln (k)]=4 d_{0}$
Using the first moment relation of the log-normal PDF [37], we can find that:
$K_{r}=\frac{\mu_{s_{a}}}{2 b_{0}}$
where $\mu_{s_{a}}$ is the average power of the LOS component. It is also the second moment of the LOS component.

Recall that the Rayleigh and lognormal random processes are additive, then the mean of the received power is the sum of the mean power of the LOS component and the average power of the multipath component, $\bar{S}=\mu_{s_{a}}+2 b_{0}$, and using (20), then:
$\mu_{s_{a}}=\frac{K_{r}}{1+K_{\bar{S}}} \bar{S}$
$2 b_{0}=\frac{\bar{S}}{K_{r}+1}$
Using equation (3) we find:
$2 b_{0}=\frac{P_{t}\left(\frac{\lambda}{4 \pi d_{r e f}}\right)^{2}\left(\frac{d_{r e f}}{d}\right)^{\alpha}}{K_{r}+1}$
The second order moment of the LOS received component can be written as [37]:
$\mu_{s_{a}}=\exp \left[2 \mu+2 d_{0}\right]$
which gives:
$\mu=\frac{\left(\ln \mu_{s_{a}}-2 d_{0}\right)}{2}$
and so,
$\mu=\frac{1}{2} \ln \left(\frac{K_{r}}{1+K_{r}} P_{t}\left(\frac{\lambda}{4 \pi d_{r e f}}\right)^{2}\left(\frac{d_{r e f}}{d}\right)^{\alpha}\right)-d_{0}$
Now we have to find the relation between $d_{0}$ and the real time estimated parameters. The shadowing variance is the variance of the ratio $\frac{P_{t}}{s_{a}}$ in dB [21-22-38-39], where $\mathrm{S}_{\mathrm{a}}$ is the received LOS component power, so, in order to relate $\mathrm{d}_{0}$ with the shadowing variance we can estimate in real time, it is sufficient to find the distribution of the ratio $\Psi_{d B}=10 \log \frac{P_{t}}{s_{a}}$. As it is proved in Appendix ( I ), the pdf of $\Psi_{d B}$ is:
$f_{\Psi_{d B}}\left(\Psi_{d B}\right)=$
$\frac{1}{\sqrt{2 \pi\left(4 \zeta^{2} d_{0}\right)}} \exp \left[-\frac{\left(\Psi_{d B}-\left(10 \log P_{t}-2 \zeta \mu\right)\right)^{2}}{2\left(4 \zeta^{2} d_{0}\right)}\right]$
which means, as it is expected, that $\Psi_{d B}$ is normally distributed with variance: $\sigma_{X_{d B}}^{2}=4 \zeta^{2} d_{0}$, where $\zeta=10 / \ln (10)$. This means that we can relate $\mathrm{d}_{0}$ to $\sigma_{X_{d B}}^{2}$ using the relation:
$d_{0}=\sigma_{X_{d B}}^{2} / 4 \zeta^{2}$
Equations (23), (25), and (27) could now be used to calculate all of the required measurements (PDF, CDF, BER, and others) depending on measurements in real time operation.
Substituting (13) into (12) gives:
$f_{R}(r)=$
$\frac{r}{\sqrt{2 \pi d_{0}} b_{0}} \int_{0}^{\infty} \frac{1}{a} \exp \left(-\frac{b_{0}(\ln a-\mu)^{2}+d_{0}\left(r^{2}+a^{2}\right)}{2 d_{0} b_{0}}\right) \times$
$I_{0}\left(\frac{a r}{b_{0}}\right) d a$

Equation (28) is the pdf of the received signal envelope within the shadowed rician communication channel observed in UAV networks between any two neighbours. This is the PDF of the Loo's statistical model for land mobile satellite communications channels derived in [17]. But here we could relate the Loo's parameters with those we can estimate in real time working.

Using the change of variable ( $\mathrm{S}=\mathrm{r}^{2}$ ) where S is the received signal power, and as $\frac{d r}{d s}=\frac{1}{2 r}$ we can find the PDF of the received power as follows:
$f_{S}(s)=$
$\frac{1}{2 b_{0} \sqrt{2 \pi d_{0}}} \int_{0}^{\infty} \frac{1}{a} \exp \left[-\frac{(\ln a-\mu)^{2}}{2 \times d_{0}}\right] \exp \left(-\frac{s+a^{2}}{2 b_{0}}\right) \times$
$I_{0}\left(\frac{a \sqrt{s}}{b_{0}}\right) d a$
In order to calculate the BER or the SER within the wireless link, we need to find the PDF of the signal to noise ratio (SNR) or equivalently the PDF of the ratio of symbol energy to the noise power spectral density $\left(\gamma=\frac{s T_{S}}{N_{0}}\right)$. This can be done by using change of variable on (29). The change of variable we could use is:
$f_{\gamma}(\gamma) d \gamma=f_{S}(s) d s$
and so,
$f_{\gamma}(\gamma)=\frac{N_{0}}{T_{s}} f_{s}(s)=\frac{N_{0}}{T_{s}} f_{s}\left(\frac{N_{0}}{T_{s}} \gamma\right)$
Knowing that $\bar{\gamma}=\frac{T_{s}}{N_{0}} \bar{S}$ we have $\frac{T_{s}}{N_{0}}=\frac{\bar{\gamma}}{\bar{S}}$ and so,
$f_{\gamma}(\gamma)=\frac{\bar{S}}{\bar{\gamma}} f_{s}\left(\frac{\bar{s}}{\bar{\gamma}} \gamma\right)$ which gives:
$f_{\gamma}(\gamma)=\frac{\bar{S}}{2 \bar{\gamma} \sqrt{2 \pi d_{0}} b_{0}} \times$
$\int_{0}^{\infty} \frac{1}{a} \exp \left[-\frac{(\ln a-\mu)^{2}}{2 d_{0}}\right] \exp \left(-\frac{\overline{\bar{s}}}{\overline{\bar{\gamma}}} \gamma+a^{2}\right.$.
$I_{0}\left(\frac{a}{b_{0}} \sqrt{\frac{\bar{S}}{\bar{\gamma}}} \gamma\right) d a$
Equation (32) is the probability density function of the SNR per symbol when the average SNR per symbol is $\bar{\gamma}$, the shadowing variance is $\sigma_{X_{d B}}^{2}$, and the average rician factor is $K_{r}$.

## 4 BER Calculation

The following relation [19] could be used to calculate the BER depending on the PDF of the SNR per bit:
$P_{b}(E)=\int_{0}^{\infty} P_{b}(E ; \gamma) f_{\gamma}(\gamma) d \gamma$
For the case of the simplest PSK modulation with ideal coherent detection, we know that [19]:
$P_{b}(E ; \gamma)=Q(\sqrt{2 \gamma})$
So the BER could be found from (32) as follows:
$B E R=$
$\frac{\bar{S}}{2 b_{0} \bar{\gamma} \sqrt{2 \pi d_{0}}} \int_{0}^{\infty} Q(\sqrt{2 \gamma}) \times$
$\int_{0}^{\infty} \frac{1}{a} \exp \left[-\frac{(\ln a-\mu)^{2}}{2 d_{0}}\right] \exp \left(-\frac{\bar{S} \gamma+\bar{\gamma} a^{2}}{2 b_{0} \bar{\gamma}}\right) \times$
$I_{0}\left(\frac{a}{b_{0}} \sqrt{\overline{s_{\gamma}}}\right) d a d \gamma$
It is better to normalize the parameters within (35) in order to get a relation which is independent of the received signal power, and so independent of distance, transmitted power, bit rate and bandwidth, and to be related only with the average SNR per bit. Because of that it is better to use the following normalization:
$a_{n}=a / \sqrt{\bar{S}}$
$2 b_{0 n}=\frac{1}{K_{r}+1}$
$\mu_{n}=\frac{1}{2} \ln \left(\frac{K_{r}}{1+K_{r}}\right)-d_{0}$
The normalization defined by (36-37-38) keeps the statistics properties unchanged (see Appendix II).

Knowing that $\ln \left(a_{n}\right)-\mu_{n}=\ln (a)-\mu$, we can write (35) as follows:
$B E R=$
$\frac{1}{2 b_{0 n} \bar{\gamma} \sqrt{2 \pi d_{0}}} \int_{0}^{\infty} Q(\sqrt{2 \gamma}) \times$
$\int_{0}^{\infty} \frac{1}{a_{n}} \exp \left[-\frac{\left(\ln a_{n}-\mu_{n}\right)^{2}}{2 d_{0}}\right] \exp \left(-\frac{\gamma+a_{n}{ }^{2}}{2 b_{0 n} \bar{\gamma}}\right) \times$
$I_{0}\left(\frac{a_{n}}{b_{0 n}} \sqrt{\frac{\gamma}{\bar{\gamma}}}\right) d a_{n} d \gamma$
Equation (39) is the probability of errors that could exist in the received signal at the receiving node when the used modulation is BPSK, and when the average received signal to noise ratio per bit is $\bar{\gamma}$, knowing that the shadowing variance in the communication channel between the two nodes is $\sigma_{X_{d B}}^{2}$ and the average rician factor is $K_{r}$. All the parameters in (39) could be calculated using (23), (25), and (27).

Actually, it is very difficult to find a closed form formula for (39), and in order to calculate it we have to use numerical solutions as the "trapz" function available in MATLAB. This is very complicated and time consuming when implemented on the UAV boards. For that, it is better if we could find an acceptable approximation to be used in order to write a closed form formula for the BER. In [18], another shadowed rician model has been proposed where the shadowing is also considered as LOS shadowing, which means that the shadowing affects only the LOS component, but it is characterized as a Nakagami-m distributed random variable. Assuming narrowband stationary model, this model uses the same low pass equivalent complex envelope of the
received signal shown in (4), except that $A(t)$ here follows a Nakagami-m distribution. The multipath component is characterized by the Rayleigh distribution too. It has been shown that the model in [18] provides a similar fit to the Loo's model, and it is considered as an acceptable approximation for it without losing in the characteristics of the channel model. Thus we can use this approximation in order to find a closed form formula for the BER.

The Nakagami-m model has been proposed in [40]. According to this model the amplitude of the LOS component is distributed according to Nakagami-m distribution:
$f_{A}(a)=\frac{2 m^{m} a^{2 m-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m a^{2}}{\Omega}\right), a \geq 0$
where $\Gamma($.$) is the Gamma function, \Omega$ is the average power of the LOS component, and $m=\frac{\Omega^{2}}{\operatorname{Var}\left[S_{a}\right]} \geq 0$ is the Nakagami parameter.

In order to model the different types of LOS conditions in a variety of UAV networks channels, we will let m to change from 0 to infinity. In the traditional Nakagami model for multipath fading [19], $m$ changes over the limited range of $m \geq 0.5$. The case of $\mathrm{m}=0, f_{A}(a)=\delta(a)$, corresponds to urban areas where the LOS is totally obstructed, while the case of infinity $\mathrm{m}, f_{A}(a)=\delta(a-\sqrt{\Omega})$, corresponds to open areas with no LOS obstructions. These two extreme cases are not exist in real practical situations, thus, moderate values of m which corresponds to rural areas where the LOS component is partially obstructed, case of UAV networks, are expected.

In order to use this approximated model, we have to relate its parameters $\left(\Omega, \mathrm{m}, \mathrm{b}_{0}\right)$ with the parameters we can estimate in real time ( $d$, $\left.K_{\mathrm{r}}, \sigma_{X_{d B}}^{2}\right)$. The main problem here is the difficulty in finding a closed form formula for the variance of $\Psi_{d B}$ whose PDF is (see appendix III):
$f_{\Psi_{d B}}\left(\Psi_{d B}\right)=$
$\frac{\left(P_{t} \frac{m}{\Omega}\right)^{m}}{\zeta \Gamma(m)} \exp \left[-\frac{m}{\zeta} \Psi_{d B}-\frac{m P_{t}}{\zeta \Omega} \exp \left(-\frac{\Psi_{d B}}{\zeta}\right)\right]$
Because of that, we will relate this approximated model parameters with those of Loo's model, where we have already relate them to the real time estimated parameters. Using the second-order matching used in [18] we get the following relations:
$d_{0}=\frac{\Psi^{\prime}(m)}{4}$
$\Omega=m \exp [2 \mu-\Psi(m)]$
where $\Psi^{\prime}($.$) is the first derivative of the psi function$ $\Psi($.$) [41].$

So from the real time estimated parameters we can find the Loo's parameters using equations (23,

25 , and 27 ), then find $m$ numerically using (42), then find $\Omega$ using (43). Now we have to find a closed form formula for the BER. In order to do that, we have to find the PDF of the received SNR per symbol. Using equations (5) and (40), we can use the conditional mathematical expectation $\int_{0}^{\infty} f_{R \mid A}(r \mid a) f_{A}(a) d a$, which gives the PDF of the received signal envelope:
$f_{R}(r)=\frac{r}{b_{0}} \exp \left(-\frac{r^{2}}{2 b_{0}}\right) \int_{0}^{\infty} \exp \left(-\frac{a^{2}}{2 b_{0}}\right) I_{0}\left(\frac{a r}{b_{0}}\right) \times$
$\frac{2 m^{m} a^{2 m-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m a^{2}}{\Omega}\right) d a$
and so,
$f_{R}(r)=\left(\frac{2 b_{0} m}{2 b_{0} m+\Omega}\right)^{m} \frac{r}{b_{0}} \exp \left(-\frac{r^{2}}{2 b_{0}}\right) \times$
${ }_{1} F_{1}\left(m ; 1 ; \frac{\Omega r^{2}}{2 b_{0}\left(2 b_{0} m+\Omega\right)}\right)$, for $r \geq 0$
where ${ }_{1} F_{1}(. ; . ;$.$) is the confluent hypergeometric$ function [41].

The PDF of the received power could be then determined from (45) as follows:
$f_{S}(s)=\left(\frac{2 b_{0} m}{2 b_{0} m+\Omega}\right)^{m} \frac{1}{2 b_{0}} \exp \left(-\frac{s}{2 b_{0}}\right) \times$
${ }_{1} F_{1}\left(m ; 1 ; \frac{\Omega s}{2 b_{0}\left(2 b_{0} m+\Omega\right)}\right)$, for $s \geq 0$
As we have seen before, $f_{\gamma}(\gamma)=\frac{\bar{s}}{\bar{\gamma}} f_{S}\left(\frac{\bar{s}}{\bar{\gamma}} \gamma\right)$, then we can find the PDF of $\gamma$ as follows

$$
\begin{align*}
& f_{\gamma}(\gamma)=\left(\frac{2 b_{0} m}{2 b_{0} m+\Omega}\right)^{m} \frac{\Omega}{2 b_{0} \bar{\gamma}} \exp \left(-\frac{\bar{S} \gamma}{2 b_{0} \bar{\gamma}}\right) \times \\
& { }_{1} F_{1}\left(m, 1, \frac{\Omega \bar{S}_{\gamma}}{2 b_{0} \bar{\chi}\left(2 b_{0} m+\Omega\right)}\right) \tag{47}
\end{align*}
$$

The Moment Generating Function (MGF) could be found using the table of integrals in [41] as follows:
$M_{\gamma}(s)=\frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0}}{\bar{\gamma}} \bar{\tau} s\right)^{m-1}}{\left[\left(2 b_{0} m+\Omega\right)\left(1+\frac{2 \bar{b}_{0}}{\bar{\gamma}} \bar{s}\right)-\Omega\right]^{m}}$
Based on the MGF, we can find the BER for a number of modulation schemes in uncorrelated fading channels [19]. For the ideal coherent BPSK signals the BER is:
$B E R=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} M_{\gamma}\left(\frac{1}{\sin ^{2} \theta}\right) d \theta$
Using the Appell hypergeometric function (see Appendix IV):
$B E R=\frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0}}{S} \bar{\gamma}\right)^{m-1}}{4\left(2 b_{0} m+\frac{2 \bar{b}_{0}}{S} \bar{\gamma}\left(2 b_{0} m+\Omega\right)\right)^{m}} F_{1}\left(\frac{1}{2}, 1-\right.$
$\left.m, m ; 2 ; \frac{1}{\left(1+\frac{2 b_{0}}{\bar{\gamma}} \bar{\gamma}\right)}, \frac{2 b_{0} m}{\left(2 b_{0} m+\frac{2 b_{0}}{\bar{S}} \bar{\gamma}\left(2 b_{0} m+\Omega\right)\right)}\right)$
Using the following normalization:
$\mathrm{b}_{0 \mathrm{n}}=\frac{\mathrm{b}_{0}}{\overline{\mathrm{~s}}}$
$\Omega_{\mathrm{n}}=\frac{\Omega}{\overline{\mathrm{s}}}$
We can find that the Nakagami parameter m will keep its value, as it is the square of the ratio of two
power quantities. Then, equation (50) will be independent of the average received signal power, and it can be written as follows:
$P(E)=\frac{\left(2 b_{0 n} m\right)^{m}\left(1+2 b_{0 n} \bar{\gamma}\right)^{m-1}}{4\left(2 b_{0 n} m+2 b_{0 n} \bar{\gamma}\left(2 b_{0 n} m+\Omega_{\mathrm{n}}\right)\right)^{m}} \times$
$F_{1}\left(\frac{1}{2}, 1-m, m ; 2 ; \frac{1}{\left(1+2 b_{0 n} \bar{\gamma}\right)}\right.$,
$\left.\frac{2 b_{0 n} m}{\left(2 b_{0 n} m+2 b_{0 n} \bar{\gamma}\left(2 b_{0 n} m+\Omega_{\mathrm{n}}\right)\right)}\right)$
Using Appendix (V) we find that we can rewrite equation (43) using the normalization of (51) and (52) as follows:
$\Omega_{n}=m \exp \left[2 \mu_{n}-\Psi(m)\right]$
Equation (42) remains unchanged as both $d_{0}$ and $m$ are not affected by the normalization.

Equation (53) is the probability of errors that could exist in the received signal at the receiving node when the used modulation is PBSK, and when the average received signal to noise ratio per bit is $\bar{\gamma}$, knowing that the shadowing variance in the communication channel between the two nodes is $\sigma_{X_{d B}}^{2}$ and the average rician factor is $K_{r}$.

## 5 Numerical Results and Discussions

The models discussed in the previous sections predict fade distribution for the signals within the channel between any two nodes in the UAV network and include the effects of both the shadowing and the multipath rician small scale fading. System engineers need to know the fade distributions in order to make a reliable UAV network system. The dynamics of propagation will affect such system specifications such as packet length, coding, best route and others.

Table 1: Parameters values for a rural environment with average shadowing [42].

| $\mu$ | -0.115 | $\mu_{s_{a}}$ | 0.8368 | $\sigma_{X_{d B}}$ | 1.3984 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $b_{0}$ | 0.126 | $m$ | 10.14 | $K_{r}[\mathrm{~dB}]$ | 5.2048 |
| $\sqrt{d_{0}}$ | 0.161 | $\Omega$ | 0.8354 |  |  |

In this section, we study the variation of the BER in the wireless link between two neighbours in UAV networks using ideal coherent BPSK with the variation of three parameters: the average SNR per bit, the shadowing standard deviation, and the average rician factor. Table 1 contains the parameter values that had been measured by Loo [42]. These parameters had been measured in a typical rural environment for average shadowing effect which corresponds to the case of the channel between two UAV network nodes. The corresponding estimated
parameters are included. Fig. 3 illustrates the variation of the BER with the average SNR per bit for BPSK modulation using the values of Table 1. Two theoretical graphs are added to the figure, one for the ideal (AWGN) channel, and the other is for the non-shadowed channel (only the rician effect); these two cases are added for comparison. It is clear from this figure that for too small values of the average SNR per bit, the shadowing effect is not very important, but when we have moderate to high SNR per bit values, it begins to be more significant, and it should be taken into account during the process of judging the channel performance.


Fig. 3: Variation of the BER with the average SNR per bit.

Actually, the aim of finding the BER is at judging the link performance between a node and its neighbours; this will be used in finding the best link between different redundant links. As in most UAV networks applications the distance between nodes is almost the same, we are generally interested with the effect of shadowing and small scale fading on the BER in order to choose the best link.

Fig. 4 shows the variation of the BER with the shadowing standard deviation for different values of the rician factor and different values of the average SNR per bit. When $\mathrm{Eb} / \mathrm{No}=30 \mathrm{~dB}$, which means that the noise power is so small relative to the received signal power, the shadowing has a great effect on the channel performance, where we can see that the BER will change from the order of $10^{-4}$ for small values of the shadowing variance to the order of $10^{-1}$ for high values of the shadowing variance. Even for moderate $\mathrm{Eb} / \mathrm{No}$ values (between 9 and 18 dB ) we can see a considerable effect of the shadowing, where the BER changes from the order of $10^{-3}$ to the order of $10^{-1}$. In the case of small $\mathrm{Eb} / \mathrm{No}$ values, which correspond to high noise powers relative to the received signal power, we can see that the shadowing effect is too small; the BER values stay
in order of $10^{-1}$. All the previous results are satisfied for different small scale fading effects as the graphs behaves the same when we change the rician factor value. Thus, we can deduce that during the operation of the network and during the estimation of the cost of the communication between two nodes, we can neglect the effect of shadowing if the received SNR is too small; this corresponds to noisy channels or large distances between nodes. But the shadowing effect should be taken into account within the cost estimation for moderate and high $\mathrm{Eb} /$ No values.


Fig. 4: BER variation with the shadowing standard deviation for different values of the rician factor and different values of the SNR per bit.

For the effect of the small scale fading which is rician in our case, we can see from Fig. 4 that its effect is negligible for high values of the shadowing standard deviation, especially for low SNR per bit values where the graphs become too close.

## 6 Conclusion

A statistical model for fading in UAV networks communications channels has been presented. In this model, the small scale multipath fading is considered together with the LOS lognormal shadowing. Additionally, the parameterization of this model in terms of the parameters we can estimate in real time operation will provide useful criteria in establishing the routing metric used to judge the link quality between any node and its neighbours in the network. In order to find a closed form formula for the BER, a given acceptable approximation is used. Results show that we can neglect the shadowing effect besides the rician effect when we have small SNR per bit values, and we can neglect the Rician effect in the case of high shadowing standard deviation values.

Further work is underway to enable each node to estimate unknown or changing communication environment parameters such as the path loss exponent, the shadowing standard deviation, the rician factor, and the noise density using online network measurements. These values can be then updated in the BER equation to calculate the communication cost dynamically.

Future work will include finding a general form of the wireless link communication cost function; this function should take all the channel parameters into consideration. This transmission quality function can be used in order to build the routing table at each node within the network. Adaptive transmission quality factor is to be concluded upon the possible approximations of the channel PDF.

## References:

[1] J.J. Roldan , G. Joossen , D. Sanz , J. Cerro, A. Barrientos, "Mini-UAV Based Sensory System for Measuring Environmental Variables in Greenhouses," Sensors, Vol.15, No.2, 2015, pp. 3334-3350.
[2] M. Dille, Search and Pursuit with Unmanned Aerial Vehicles in Road Networks, Ph.D. dissertation, The Robotics Institute, Carnegie Mellon Univ., Pittsburgh, Pennsylvania, 2013.
[3] J. Ore, A. Burgin, V. Schoepfer, C. Detweiler, "Towards Monitoring Saline Wetlands with Micro UAVs," Robot Science and Systems Workshop on Robotic Monitoring, Berkeley, California, 2014.
[4] A. Kopeikin, S.S. Ponda, L.B. Johnson, J.P. How, "Multi-UAV Network Control through Dynamic Task Allocation: Ensuring Data-Rate and Bit-Error-Rate Support," IEEE GLOBECOM Workshops, California, 2012, pp. 1579-1584.
[5] M. Simunek, Propagation Channel Modeling for Low Elevation Links in Urban Areas, Ph.D. dissertation, Dept. Elect. Eng., Czech Tech. Univ., Prague, 2013.
[6] J. Romeu, A. Aguasca, J. Alonso, S. Blanch, R.R. Martins. "Small UAV radio communication channel characterization," The Fourth European Conference on Antennas and Propagation (EuCAP), Barcelona, Spain, 2010, pp. 1-5.
[7] O. Burdakov, P. Doherty, K. Holmberg, J. Kvarnstom, P. Olsson, "Relay positioning for unmanned aerial vehicle surveillance," International Journal of Robotics Research, Vol.29, No.8, 2010, pp. 1069-1087.
[8] K.P. Valavanis, G.J. Vachtsvanos, Handbook of Unmanned Aerial Vehicles, Springer, 2012.
[9] D.M. Stipanovic, G. Inalhan, R. Teo, C.J. Tomlin, "Decentralized overlapping control of a formation of unmanned aerial vehicles," Automatica Vol.40, No.8, 2004, pp. 12851296.
[10] H. Choi, L. Brunet, J.P. How, "consensusbased decentralized auctions for robust task allocation," IEEE Trans. Robot. Vol.25, N0.4, 2009, pp. 912-926.
[11] P. Chandler, M. Pachter, "Hierarchical control for autonomous teams," AIAA Guidance, Navigation, and Control Conference and Exhibit, Montreal, Canada, 2001, pp. 632-642.
[12] P.R. Chandler, M. Pachter, S. Rasmussen, "UAV cooperative control," American Control Conference (ACC), Arlington, VA, 2001, pp. 50-55.
[13] C. Marshall, M. Mears, S. Rasmussen, "2010 ICE-T cooperative control flight testing," AIAA Aerospace Information Technologies Conference, St. Louis, Missouri, USA, 2011, pp. 1008-1019.
[14] D.T. Ho, Studies on Multiple Access for Aeronautical Wireless Network, Ph.D. dissertation, Faculty of Science and Eng., Waseda Univ., Japan, 2011.
[15] R. Shirani, Reactive-Greedy-Reactive in Unmanned Aeronautical Ad-hoc Networks: A Combinational Routing Mechanism, M.S. thesis, Dept. Systems and Computer Eng., Carleton Univ., Ottawa, Ontario, 2011.
[16] Y. Zhou, J. Li, L. Lamont, C.A. Rabbath, "A Markov-Based Packet Dropout Model for UAV Wireless Communications," Journal of Communications, Vol.7, No.6, 2012, pp. 418426.
[17] C. Loo, "A statistical model for a land mobile satellite link," IEEE Trans. Veh. Technol., Vol.34, No.3, 1985, pp. 122-127.
[18] A. Abdi, W.C. Lau, M.S. Alouini, M. Kaveh, "A new simple model for land mobile satellite channels: first- and second-order statistics," IEEE Trans. Wireless Commun., Vol.2, No.3, 2003, pp. 519-528.
[19] M.K. Simon, M.S Alouini. Digital Communication over Fading Channels. Wiley, 2005.
[20] D.M. Pozar, Microwave Engineering, 4th edn., Wiley, 2012.
[21] A. Goldsmith, Wireless Communications, New York, NY: Cambridge University Press, 2005.
[22] V. Erceg, et. al, "An empirically based path loss model for wireless channels in suburban
environments," IEEE Journal on Selected Areas in Communications, Vol.17, No.7, 1999, pp. 1205-1211.
[23] C.C. Pu, S.Y. Lim, P.C. Ooi, "Measurement arrangement for the estimation of path loss exponent in wireless sensor network," $7^{\text {th }}$ International Conference on Computing and Convergence Technology (ICCCT), Seoul, 2012, pp. 807-812.
[24] S.M.M. Dehghan, H. Moradi, "A Geometrical Approach for Aerial Cooperative Obstacle Mapping using RSSI Observations," Second RSI/ISM International Conference on Robotics and Mechatronics (ICRoM), Tehran, 2014, pp. 197-202.
[25] Y. Li, X. Luo, "Cross Layer Optimization for Cooperative Mobile Ad-Hoc UAV Network," International Journal of Digital Content Technology and its Applications (JDCTA), Vol.6, No.18, 2012, pp. 367-375.
[26] K. Dorling, G.G. Messier, S. Magierowski, S. Valentin, "Improving Aerially Deployed Sensor Networks using Cooperative Communications," IEEE International Conference on Communications (ICC), Ottawa, 2012, pp. 376-380.
[27] S. Perumal, V. Tabatabaeel, J.S. Baras, C.J. Graffl, D.G. Yee, "Modeling and Sensitivity Analysis of Reservation Based USAP Hard Scheduling Unicast Traffic in MANETs," IEEE Military Communication Conference, Boston, MA, 2009, pp. 1-7.
[28] F. Jiang, A.L. Swindlehurst, "Optimization of UAV Heading for the Ground-to-Air Uplink," IEEE Trans. Journal on Sel. Areas Commun. (JSAC), Vol.30, No.5, 2012, pp. 993-1005.
[29] P. Beekmann. Probability in communication engineering, NewYork; Harcourt, Brace and World, Inc., 1967.
[30] M. Abramnowitz, I.A. Stegun, Handbook of Mathematical Functions. Washington, DC, USA: U.S. Dept. Commerce, Nat. Bureau Standards, 1972.
[31] B. Blaszczyszyn, M.K. Karray, "LinearRegression Estimation of the Propagation-Loss Parameters Using Mobiles' Measurements in Wireless Cellular Networks," $10^{\text {th }}$ International Symposium on Modeling and Optimization in Mobile, Ad Hoc and Wireless Networks (WiOpt), Paderborn, Germany, 2012, pp. 54-59.
[32] A. Dogandzic, "Estimating statistical properties of composite gamma-lognormal fading channels," IEEE Global Telecommunications

Conference, San Francisco, USA, 2003, pp. 2406-2410.
[33] F. Benedetto, "Dynamic LOS/NLOS Statistical Discrimination of Wireless Mobile Channels", IEEE 65th Vehicular Technology Conference, Dublin, 2007, pp. 3071 - 3075.
[34] J. Ren, "Rice Factor Estimation from the Channel Phase," IEEE Transaction on Wireless Communication, Vol.11, No.6, 2012, pp. 19761980.
[35] A. Naimi, G. Azemi, "K-factor estimation in shadowed Ricean mobile communication channels," Wireless Communications and Mobile Computing, Vol.9, No.10, 2009, pp. 1379-1386.
[36] C. Tepedelenlioglu , A. Abdi , G.B. Giannakis, "The Ricean K Factor: Estimation and Performance Analysis," IEEE Transactions on Wireless Communications, Vol.2, No.4, 2003, pp. 799-810.
[37] C. Walck, Hand-book on Statistical Distributions for experimentalists, University of Stockholm, 2007.
[38] P. Barsocchi, Channel models for terrestrial wireless communications: a survey, Technical Report 2006-TR-16, Information Science and Technologies Institute, 2006.
[39] G.R. MacCartney, J. Zhang, S. Nie, T.S. Rappaport, "Path Loss Models for 5G Millimeter Wave Propagation Channels in Urban Microcells," IEEE Global Communications Conference, Atlanta, GA, 2013, pp. 3948-3953.
[40] M. Nakagami, "The m-distribution- a general formula of intensity distribution of rapid Fading," Statistical Methods in Radio Wave Propagation, Pergamon Press, New York, 1960, pp. 3-36.
[41] I.S. Gradshteyn, I.M. Ryzhik. Table of Integrals, Series, and Products. 7th ed., Academic Press, New York, 2007.
[42] C. Loo, "Measurements and models of a land mobile satellite channel and their applications to MSK signals," IEEE Trans. Vehic. Technol., vol. VT-35, No.3, 1987, pp. 114-121.

Appendix I: The PDF of $\Psi_{d B}$ in LOO Model.
Using the equation: $\ln (x)=(\ln (10)) \log (x)$, we can rewrite equation (28) as follows:
$f_{A}(a)=\frac{1}{a \sqrt{2 \pi d_{0}}} \exp \left(-\frac{((\ln 10) \log a-\mu)^{2}}{2 d_{0}}\right)$
$f_{A}(a)=\frac{1}{a \sqrt{2 \pi d_{0}}} \exp \left(-\frac{\left(20 \log a-\frac{20 \mu}{\ln 10}\right)^{2}}{2\left(\frac{20}{\ln 10}\right)^{2} d_{0}}\right)$
$f_{A}(a)=\frac{2 \zeta}{2 \zeta a \sqrt{2 \pi d_{0}}} \exp \left(-\frac{(20 \log a-2 \zeta \mu)^{2}}{2 \times 4 \zeta^{2} d_{0}}\right)$
where $\zeta=10 / \ln (10)$. Finally:
$f_{A}(a)=\frac{2 \zeta}{a \sqrt{2 \pi\left(4 \zeta^{2} d_{0}\right)}} \exp \left(-\frac{(20 \log a-(2 \zeta \mu))^{2}}{2\left(4 \zeta^{2} d_{0}\right)}\right)$
Taking $s_{a}=g(a)=a^{2}$, we have $a=g^{-1}\left(s_{a}\right)=$ $\sqrt{s_{a}}$. So $\left|\frac{d g^{-1}\left(s_{a}\right)}{d s_{a}}\right|=\frac{1}{2 \sqrt{s_{a}}}$
Depending on the relation
$f_{S_{a}}\left(s_{a}\right)=f_{A}\left(g^{-1}\left(s_{a}\right)\right)\left|\frac{d g^{-1}\left(s_{a}\right)}{d s_{a}}\right|$,
equation (13) can be rewritten as follows:
$f_{S_{a}}\left(s_{a}\right)=$
$\frac{1}{2 \sqrt{s_{a}}} \frac{2 \zeta}{\sqrt{s_{a}} \sqrt{2 \pi\left(4 \zeta^{2} d_{0}\right)}} \exp \left(-\frac{\left(20 \log \sqrt{s_{a}}-(2 \zeta \mu)\right)^{2}}{2\left(4 \zeta^{2} d_{0}\right)}\right)$
$f_{S_{a}}\left(s_{a}\right)=\frac{\zeta}{s_{a} \sqrt{2 \pi\left(4 \zeta^{2} d_{0}\right)}} \exp \left(-\frac{\left(10 \log s_{a}-(2 \zeta \mu)\right)^{2}}{2\left(4 \zeta^{2} d_{0}\right)}\right)$
As $\Psi_{d B}=10 \log \frac{P_{t}}{s_{a}}$, then $\Psi_{d B}=\frac{10}{\ln 10} \ln \frac{P_{t}}{s_{a}}$, and so $\left|\frac{d s_{a}}{d \Psi_{d B}}\right|=\frac{s_{a}}{\zeta}$.
Knowing that $10 \log s_{a}=10 \log P_{t}-\Psi_{d B}$, we can find the pdf of $\Psi_{d B}$ from the PDF of $s_{a}$ as follows:
$f_{\Psi_{d B}}\left(\Psi_{d B}\right)=$
$\frac{s_{a}}{\zeta} \frac{\zeta}{s_{a} \sqrt{2 \pi\left(4 \zeta^{2} d_{0}\right)}} \exp \left(-\frac{\left(10 \log P_{t}-\Psi_{d B}-(2 \zeta \mu)\right)^{2}}{2\left(4 \zeta^{2} d_{0}\right)}\right)$
or,
$f_{\Psi_{d B}}\left(\Psi_{d B}\right)=$
$\frac{1}{\sqrt{2 \pi\left(4 \zeta^{2} d_{0}\right)}} \exp \left(-\frac{\left(\Psi_{d B}-\left(10 \log P_{t}-2 \zeta \mu\right)^{2}\right.}{2\left(4 \zeta^{2} d_{0}\right)}\right)$
Which is a normal distribution PDF with $\mu_{\Psi_{d B}}=$ $10 \log P_{t}-2 \zeta \mu$ and $\sigma_{X_{d B}}^{2}=4 \zeta^{2} d_{0}$.

Appendix II: Statistical Properties of $a_{n}$.
Applying the change of variable ( $a_{n}=a / \sqrt{\bar{S}}$ ) to the PDF of (13) we find:
$f_{A_{n}}\left(a_{n}\right)=\sqrt{\bar{S}} \frac{1}{\sqrt{\bar{S}} a_{n} \sqrt{2 \pi d_{0}}} \exp \left[-\frac{\left(\ln \left(\sqrt{\bar{S}} a_{n}\right)-\mu\right)^{2}}{2 d_{0}}\right]$
$f_{A_{n}}\left(a_{n}\right)=\frac{1}{a_{n} \sqrt{2 \pi d_{0}}} \exp \left[-\frac{\left(\ln a_{n}+\ln \sqrt{S}-\mu\right)^{2}}{2 d_{0}}\right]$
$\mu-\ln \sqrt{\bar{S}}=\frac{1}{2} \ln \left(\mu_{S_{a}}\right)-d_{0}-\frac{1}{2} \ln (\bar{S})$
$\mu-\ln \sqrt{\bar{S}}=\frac{1}{2} \ln \left(\frac{\mu_{S_{a}}}{\bar{S}}\right)-d_{0}=\mu_{n} \quad$ (equation (38))
$f_{A_{n}}\left(a_{n}\right)=\frac{1}{a_{n} \sqrt{2 \pi d_{0}}} \exp \left[-\frac{\left(\ln a_{n}-\mu_{n}\right)^{2}}{2 d_{0}}\right]$
Then $A_{n}$ is a lognormal distributed random variable, $\mu_{n}=E\left[\ln a_{n}\right]$, and $d_{0}=\operatorname{Var}\left[\ln a_{n}\right]$. Thus, we can deduce that:
$\ln \left(E\left[A_{n}^{k}\right]\right)=\mu_{n} k+\frac{d_{0}}{2} k^{2}$

Appendix III: The PDF of $\Psi_{d B}$ in the Approximated Shadowed Rician Model.
The PDF of the received LOS component envelope is:
$\mathrm{f}_{\mathrm{A}}(\mathrm{a})=\frac{2 \mathrm{~m}^{\mathrm{m}} \mathrm{a}^{2 \mathrm{~m}-1}}{\Omega^{\mathrm{m}} \Gamma(\mathrm{m})} \exp \left(-\frac{\mathrm{ma}^{2}}{\Omega}\right)$
Taking $\mathrm{Sa}=\mathrm{a} 2$, the received LOS component power, we have $\frac{\mathrm{da}}{\mathrm{ds}_{\mathrm{a}}}=\frac{1}{2 \sqrt{\mathrm{~s}_{\mathrm{a}}}}$, and so:
$\mathrm{f}_{\mathrm{S}_{\mathrm{a}}}\left(\mathrm{s}_{\mathrm{a}}\right)=\frac{\mathrm{m}^{\mathrm{m}} \mathrm{sa}_{\mathrm{a}} \mathrm{m}-1}{\left(\mu_{\mathrm{S}_{\mathrm{a}}}\right)^{\mathrm{m}^{\mathrm{m}}} \Gamma(\mathrm{m})} \exp \left(-\frac{\mathrm{ms}}{\mu_{\mathrm{a}}}\right), \mathrm{s}_{\mathrm{a}} \geq 0$
$\operatorname{As} \Psi_{d B}=10 \log \frac{P_{t}}{s_{\mathrm{a}}}$, then $\Psi_{d B}=\frac{10}{\ln 10} \ln \frac{\mathrm{P}_{\mathrm{t}}}{\mathrm{s}_{\mathrm{a}}}$, and so $\left|\frac{\mathrm{ds}_{\mathrm{a}}}{\mathrm{d} \Psi_{\mathrm{dB}}}\right|=\frac{\mathrm{s}_{\mathrm{a}}}{\zeta}$.
Knowing that $10 \log s_{a}=10 \log P_{t}-\Psi_{d B}$, we can find the pdf of $\Psi_{\mathrm{dB}}$ from the PDF of $\mathrm{s}_{\mathrm{a}}$ as follows:
$\mathrm{f}_{\Psi_{\mathrm{dB}}}\left(\Psi_{\mathrm{dB}}\right)=$
$\frac{\mathrm{P}_{\mathrm{t}} \frac{\mathrm{m}}{\Omega}\left(\mathrm{P}_{\mathrm{t}} \frac{\mathrm{m}}{\Omega} \exp \frac{-\Psi_{\mathrm{dB}}}{\zeta}\right)^{\mathrm{m}-1}}{\zeta \Gamma(\mathrm{~m})} \exp \left[-\frac{\mathrm{mP} \mathrm{P}_{\mathrm{t}}}{\zeta \Omega} \exp \left(-\frac{\Psi_{\mathrm{dB}}}{\zeta}\right)\right] \exp \left(-\frac{\Psi_{\mathrm{dB}}}{\zeta}\right)$
or,
$\mathrm{f}_{\Psi_{\mathrm{dB}}}\left(\Psi_{\mathrm{dB}}\right)=$
$\frac{\left(\mathrm{P}_{\mathrm{t}} \frac{\mathrm{m}}{\Omega}\right)^{\mathrm{m}}}{\zeta \Gamma(\mathrm{m})} \exp \left[-\frac{\mathrm{m}}{\zeta} \Psi_{\mathrm{dB}}-\frac{\mathrm{mP} \mathrm{P}_{\mathrm{t}}}{\zeta \Omega} \exp \left(-\frac{\Psi_{\mathrm{dB}}}{\zeta}\right)\right]$

Appendix IV: Prove of Equation (50)
$B E R=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} M_{\gamma}\left(\frac{1}{\sin ^{2} \theta}\right) d \theta$
$B E R=\frac{1}{\pi} \int_{0}^{\frac{\pi}{2}} \frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0} \bar{\gamma}}{\overline{\bar{S}} \sin ^{2} \theta}\right)^{m-1}}{\left[\left(2 b_{0} m+\Omega\right)\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S} \sin ^{2} \theta}\right)-\Omega\right]^{m}} d \theta$
Using the change of variable: $t=\cos ^{2} \theta$, and so, $\sin ^{2} \theta=1-t$.
$d t=-2 \cos \theta \sin \theta d \theta \Rightarrow d \theta=-\frac{d t}{2 \sqrt{t} \sqrt{1-t}}$.
$\theta \in[0, \pi / 2] \Rightarrow t \in[0,1]$, but as $\theta$ increases $t$ decreases, and so we have to multiply the integral by ( -1 ):
$B E R=\frac{1}{\pi} \int_{0}^{1} \frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}(1-t)}\right)^{m-1}}{\left[\left(2 b_{0} m+\Omega\right)\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}(1-t)}\right)-\Omega\right]^{m}} \frac{d t}{2 \sqrt{t} \sqrt{1-t}}$
$B E R=$
$\frac{\left(2 b_{0} m\right)^{m}}{2 \pi} \int_{0}^{1} t^{-\frac{1}{2}}(1-$
$t)^{-\frac{1}{2}} \frac{(1-t)^{m}\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}(1-t)}\right)^{m-1}}{(1-t)^{m}\left[\left(2 b_{0} m+\Omega\right)\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}(1-t)}\right)-\Omega\right]^{m}} d t$
$B E R=$
$\frac{\left(2 b_{0} m\right)^{m}}{2 \pi} \int_{0}^{1} t^{-\frac{1}{2}}(1-$
$t)^{-\frac{1}{2}} \frac{(1-t)\left(1-t+\frac{2 b_{0} \bar{\gamma}}{\bar{s}}\right)^{m-1}}{\left[(1-t)\left(2 b_{0} m+\Omega\right)\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}(1-t)}\right)-\Omega(1-\mathrm{t})\right]^{m}} d t$
$B E R=$
$\frac{\left(2 b_{0} m\right)^{m}}{2 \pi} \int_{0}^{1} t^{-\frac{1}{2}}(1-$
$t)^{\frac{1}{2}} \frac{\left(1-t+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)^{m-1}}{\left[\left(2 b_{0} m+\Omega\right)\left(1-t+\frac{2 b_{0} \hat{\gamma}}{\bar{S}}\right)-\Omega(1-\mathrm{t})\right]^{m}} d t$
$B E R=\frac{\left(2 b_{0} m\right)^{m}}{2 \pi} \int_{0}^{1} t^{-\frac{1}{2}}(1-t)^{\frac{1}{2}}(1-t+$
$\left.\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)^{m-1}\left[\left(2 b_{0} m+\Omega\right)\left(1-t+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)-\right.$
$\Omega(1-\mathrm{t})]^{-m} d t$
Denoting: $B=1-t+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}$, we have:
$B=\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{s}}\right)\left(1-\frac{1}{1+\frac{2 b_{0} \bar{\gamma}}{\bar{s}}} t\right)$
Denoting:
$C=\left(2 b_{0} m+\Omega\right)\left(1-t+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)-\Omega(1-\mathrm{t})$,
we have:
$C=2 b_{0} m+\Omega-\left(2 b_{0} m+\Omega\right) t+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\right.$
$\Omega)-\Omega+\Omega \mathrm{t}$
$C=2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)-2 b_{0} m t$
$C=\left[2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)\right](1-$
$\left.\frac{2 b_{0} m}{2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)} t\right)$
Then the BER equation could be written as follows:
$B E R=\frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)^{m-1}}{2 \pi\left[2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)\right]^{m}} \int_{0}^{1} t^{-\frac{1}{2}}(1-t)^{\frac{1}{2}}(1-$
$\left.\frac{1}{1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}} t\right)^{m-1}\left(1-\frac{2 b_{0} m}{2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)} t\right)^{-m} d t$
Denoting: $\quad a=\frac{1}{2}>0, \quad b_{1}=1-m, \quad b_{2}=m$,
$c=2>a, x_{1}=\frac{1}{1+\frac{2 b_{0} \bar{p}}{\bar{S}}}$
and $x_{2}=\frac{2 b_{0} m}{2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)}$, we have:
$B E R=\frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)^{m-1}}{2 \pi\left[2 b_{0} m+\frac{2 b_{0} \overline{\bar{S}}}{\bar{S}}\left(2 b_{0} m+\Omega\right)\right]^{m}} \int_{0}^{1} t^{a-1}(1-$
$t)^{c-a-1}\left(1-x_{1} t\right)^{-b_{1}}\left(1-x_{2} t\right)^{-b_{2}} d t$
Knowing that:
$F_{1}\left(a, b_{1}, b_{2} ; c ; x_{1}, x_{2}\right)=\frac{1}{B(a, c-a)} \int_{0}^{1} t^{a-1}(1-$
$t)^{c-a-1}\left(1-x_{1} t\right)^{-b_{1}}\left(1-x_{2} t\right)^{-b_{2}} d t$
where $B(.,$.$) is the Beta function, the BER equation$ could written as follows:
$B E R=\frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)^{m-1}}{2 \pi\left[2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)\right]^{m}} B(a, c-$
a) $F_{1}\left(a, b_{1}, b_{2} ; c ; x_{1}, x_{2}\right)$

Now, by definition: $B(a, c-a)=B\left(\frac{1}{2}, \frac{3}{2}\right)=$ $\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{3}{2}\right)}{\Gamma(2)}=\frac{\sqrt{\pi} \frac{\sqrt{\pi}}{2}}{1}=\frac{\pi}{2}$. Thus the BER becomes:
$B E R=\frac{\left(2 b_{0} m\right)^{m}\left(1+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\right)^{m-1}}{4\left[2 b_{0} m+\frac{2 b_{0} \bar{\gamma}}{\bar{S}}\left(2 b_{0} m+\Omega\right)\right]^{m}} F_{1}\left(\frac{1}{2}, 1-\right.$
$\left.m, m ; 2 ; \frac{1}{\left(1+\frac{2 b_{0}}{\bar{S}} \bar{\gamma}\right)}, \frac{2 b_{0} m}{\left(2 b_{0} m+\frac{2 b_{0}}{\bar{s}} \bar{\gamma}\left(2 b_{0} m+\Omega\right)\right)}\right)$

## Appendix V: Prove of Equation (54)

Applying the change of variable $a_{n}=a / \sqrt{\bar{S}}$ to the PDF of (40), using $\frac{d a}{d a_{n}}=\sqrt{\bar{S}}$, we find:
$f_{A_{n}}\left(a_{n}\right)=\sqrt{\bar{S}} \frac{2 m^{m}\left(a_{n} \sqrt{\bar{S}}\right)^{2 m-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m\left(a_{n} \sqrt{\bar{S}}\right)^{2}}{\Omega}\right)$
$f_{A_{n}}\left(a_{n}\right)=\bar{S}^{\left.2 m-\frac{1}{2}+\frac{1}{2} \frac{2 m^{m} a_{n}{ }^{2 m-1}}{\Omega^{m} \Gamma(m)} \exp \left(-\frac{m a_{n}{ }^{2}}{\Omega} \bar{S}\right)\right) ~\left(a_{n}\right)}$
$f_{A_{n}}\left(a_{n}\right)=\frac{2 m^{m} a_{n}{ }^{2 m-1}}{\left(\frac{\Omega}{\bar{S}}\right)^{n} \Gamma(m)} \exp \left(-\frac{m a_{n}{ }^{2}}{\left(\frac{\Omega}{\bar{S}}\right)}\right)$
$f_{A_{n}}\left(a_{n}\right)=\frac{2 m^{m} a_{n}{ }^{2 m-1}}{\left(\frac{\Omega}{\bar{S}}\right)^{m} \Gamma(m)} \exp \left(-\frac{m a_{n}{ }^{2}}{\left(\frac{\Omega}{\bar{S}}\right)}\right)$
Using the normalization of (52) we could write:
$f_{A_{n}}\left(a_{n}\right)=\frac{2 m^{m} \mathrm{a}_{n}^{2 m-1}}{\Omega_{n}^{m} \Gamma(m)} \exp \left(-\frac{m \mathrm{a}_{n}^{2}}{\Omega_{n}^{m}}\right)$
As it is a Nakagami-m distribution we can deduce that:
$\ln \left(E\left[A_{n}^{k}\right]\right)=\frac{1}{2}\left[\ln \left(\frac{\Omega_{n}}{m}\right)+\Psi(m)\right] k+\frac{\Psi^{\prime}(m)}{8} k^{2}+$
$\frac{\Psi^{\prime \prime}(m)}{48} k^{3}+\cdots$
Using (Appendix II) we have:
$\ln \left(E\left[A_{n}^{k}\right]\right)=\mu_{n} k+\frac{d_{0}}{2} k^{2}$
The absolute values of the psi function and its derivatives converge to zero very fast as $m$ increases [41].
Using the second order matching for the equations (V-1) and (V-2), we find:
$\mu_{n}=\underset{\Psi^{\prime}(m)}{\frac{1}{2}}\left[\ln \left(\frac{\Omega_{n}}{m}\right)+\Psi(m)\right]$
$d_{0}=\frac{\Psi^{\prime}(m)}{4}$
Thus, we can find $\Omega_{n}$ from equation ( $\mathrm{V}-3$ ) as follows:
$\Omega_{n}=m \exp \left[2 \mu_{n}-\Psi(m)\right]$

